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Abstract. One of the main limitations of blockchain systems based on Proof of
Work is scalability, making them unsuitable for e-commerce and small payments.
Currently, one of the principal directions to overcome the scalability issue is to
use the so-called “layer two” solutions, like Lightning Network, where users can
open channels and send payments through them. In this paper, we propose a Prob-
abilistic Logic model of Lightning Network, and we show how it can be adopted
to compute several properties of it. We conduct some experiments to prove the
applicability of the model, rather than providing a comprehensive analysis of the
network.
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1 Introduction

The scalability trilemma states: “Scalability, decentralization, security: you can have
only two of the three”. This is the main issue all blockchains must face. Proof of Work
(PoW) based blockchains, such as Bitcoin [14] and Ethereum [24], are secure and (the-
oretically) decentralized, but not very scalable [7]. This is because, currently, the PoW
consensus algorithm requires solving a computationally hard problem. At the moment
of writing, in the case of Bitcoin, the average number of transactions per second is 7,
for Ethereum 15, making them unusable for every day small payments. Blockchains
based on Proof of Stake (PoS) or Delegated Proof of Stake (DPos) can support a higher
number of transactions but at the cost of less decentralization.

Among all the various proposals to increase the number of processed transactions,
such as Sharding [11] and sidechains [6], the so-called “layer two” solutions remain
the most adopted. One of the most famous is Lightning Network [16] (LN). In Light-
ning Network users can open, through a transaction on the main chain, a bidirectional
Payment Channel, and then use the funds locked in this channel to issue transactions,
without utilizing the main chain. The capacity distribution in a channel is unknown,
to preserve privacy. An important feature of LN is that it also allows the routing of
payments between two users not directly connected by a channel.

Probabilistic Logic Programming (PLP) is a powerful language to represent sce-
narios where probability has a central role: it combines the expressivity of Logic Pro-
gramming with uncertainty over facts, and it has been already used to model several
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blockchain-related scenarios [3,5]. Routing in the LN can be seen as uncertain, in the
sense that users may not be active for some reasons or may refuse to forward the pay-
ment. Furthermore, there is uncertainty on the funds distribution on a channel.

In [2] the authors proposed a logic model of the Bitcoin LN; here, we extend it
by proposing a probabilistic logic model of Bitcoin LN, and we show how this model
can represent the uncertain scenario cited above, allowing, for instance, to compute the
probability of a successful payment routing. We focus on Lightning Network built upon
Bitcoin. However, our model can be extended to a general blockchain.

The paper is structured as follows: in Section 2 we describe the general structure and
features of the Bitcoin Lightning Network. Section 3 introduces the PLP base concepts
needed to understand the LN model developed and discussed in Section 4. Section 5
presents a possible application of the model to compute routing probabilities, and Sec-
tion 6 concludes the paper.

2 Blockchain, Bitcoin and Lightning Network

Bitcoin was designed by Nakamoto in 2008 [14] with the goal to create a decentralized
payment system where users can issue transactions without the need of a centralized
authority. Bitcoin blockchain offers several features such as immutability, auditability,
and transaction atomicity. These features make it theoretically suitable for payments
and micro payments. However, scalability is still one of the main limitations of the
system and does not allow an increasing number of transactions.

A blockchain is based on a linear sequence of blocks, linked together by crypto-
graphic functions. To append a block to the chain, a miner must execute, in the case of
Bitcoin, a Proof of Work (PoW) algorithm which involves finding a solution to a hard
puzzle. This mechanism ensures that blocks, once discovered, cannot be tampered with.
On the other hand, this is a huge bottleneck for scalability. In fact, as computing power
increases and technology evolves, the difficulty of PoW increases, keeping the average
discovery time fixed to approximately one block every ten minutes, and thus limiting
the number of transactions that can be processed by the system since blocks have a fixed
size.

Another feature of Bitcoin that restricts the scalability is the block size limit (1Mb),
a very controversial topic3. An increase of this limit will allow the system to process
more transactions. However, this would require more computation power to store and
manage the blockchain, reducing the decentralization of the system. Furthermore, forks
would be more likely to happen, due to the slower propagation time. Finally, a change
in block size can be done only with a hard fork, an update that would be backward
incompatible: this can cause a consensus failure, making the system completely unreli-
able.

At the moment, the scalability problem is not solved. In the past, several improve-
ments were proposed (called Bitcoin Improvement Proposal4) that slowly increased
the number of manageable transactions. One of the first, advanced at the end of 2015

3https://en.bitcoin.it/wiki/Block_size_limit_controversy
4https://en.bitcoin.it/wiki/Bitcoin_Improvement_Proposals

https://en.bitcoin.it/wiki/Block_size_limit_controversy
https://en.bitcoin.it/wiki/Bitcoin_Improvement_Proposals
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and accepted few years later, is Segregated Witness (SegWit)5. In a nutshell, SegWit
increases the capacity of a block by removing signature data from a transaction and in-
troducing the definition of Virtual Size of a block and block weight, measured in weight
unit instead of bytes.

Another related improvement proposal is the one that suggests the usage of Schnorr
signatures [12,21]. Currently, to send transactions, signatures are needed. In the case
a user wants to send a transaction from multiple addresses to one, every transaction
requires its own signature, increasing the transaction size, making it more expensive.
After the implementation of Schnorr signatures, if users control multiple addresses,
they can move the funds from those addresses to a single address using only one signa-
ture, making the transaction lighter. These two solutions combined would increase the
number of manageable transactions, but the Bitcoin system would still be limited.

Another approach consists in the so-called “layer two” solutions, based on an un-
derlying blockchain: the main idea is to create a layer of channels on top of it where
users can interact without facing the scalability problem of the blockchain. Lightning
Network [16] (LN) is currently one of the most promising “layer two” solutions. It con-
sists of a peer-to-peer network based on a blockchain, such as Bitcoin, where users can
send payments and micro payments through bidirectional payment channels, without
having to pay high transaction fees, and without the need of long confirmation times.
To open a channel, users must broadcast an initial funding transaction on the underlying
blockchain. To update the state of the channel, they can create a commitment transac-
tion that is not published on the main chain. To close the channel, they must agree on
the state of the channel and then publish a closing transaction.

One of the main features of LN is the possibility to send payments also to not
directly connected users, through multi hop payments, assuming that the source and the
destination are linked through intermediate connections. Moreover, thanks to Hashed
Timelock Contracts (HTLC)6, there is no need for trust between users.

However, the capacity of a channel between two users A and B is known, but the
distribution of the capacity in each direction is unknown, since it is a feature introduced
to increase the security of the system7. Due to this characteristic, routing is a compli-
cated task in Lightning Network, and can be considered probabilistic.

3 Probabilistic Logic Programming

Logic Programming (LP) is a powerful language that allows one to express complex
models with few lines of codes. One of the main limitations of Logic Programming
is that it cannot manage uncertainty. Probabilistic Logic Programming [9,18] extends
LP by allowing the definition of probabilistic facts that can follow several probability
distributions. Initially, only Bernoulli distributions [20] (or generalized Bernoulli dis-
tributions [22]) were proposed.

5https://github.com/bitcoin/bips/blob/master/bip-0141.
mediawiki

6https://en.bitcoin.it/wiki/Hash_Time_Locked_Contracts
7https://github.com/lightningnetwork/lightning-rfc/blob/

master/07-routing-gossip.md

https://github.com/bitcoin/bips/blob/master/bip-0141.mediawiki
https://github.com/bitcoin/bips/blob/master/bip-0141.mediawiki
https://en.bitcoin.it/wiki/Hash_Time_Locked_Contracts
https://github.com/lightningnetwork/lightning-rfc/blob/master/07-routing-gossip.md
https://github.com/lightningnetwork/lightning-rfc/blob/master/07-routing-gossip.md
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The distribution semantics [19] gives a precise meaning to PLP without function
symbols (with finite grounding). An atomic choice indicates whether a grounding (i.e.,
a substitution term/variable) for a probabilistic fact is selected. A set of atomic choices is
consistent if it does not contain two different alternatives (selected and not selected) for
the same probabilistic fact. A consistent set of atomic choices forms a composite choice:
in the case it contains an atomic choice for every grounding of every probabilistic fact it
is named a selection. A selection identifies a ground logic program called world, and its
probability can be computed as the product of the probabilities of the atomic choices.
The probability P of a query q can then be computed as the sum of the probabilities of
the worlds w in which the query is true:

P(q) = ∑
w|=q

P(w)

Here, we consider the PLP language ProbLog [10]. A probabilistic fact fi has the
following syntax:

pi :: fi

meaning that fi is true with probability pi ∈]0,1], and false otherwise. If pi = 1 the fact
is deterministic, i.e., it is always true. An example of a Probabilistic Logic Program is
shown below:

0.7::no_sleep.
0.8::too_much_work.
tired:- no_sleep.
tired:- too_much_work.

The first two lines are probabilistic facts, while the third and fourth lines are clauses. A
clause is composed of a head and a body separated by the neck operator (:-). The head
is true if the body is true. Here, for the first clause, the head is tired and the body is
no sleep. Both these clauses are ground since they do not contain variables (denoted
with the first letter uppercase). In other words, this program models a person who is
tired if he/she does not sleep enough or if he/she works too much. With probability
0.7, the person does not sleep enough (no sleep), and with probability 0.8 he/she
works too much (too much work). We can then ask the probability that the person is
tired (tired) obtaining 0.94 (0.7 ·0.8+0.7 ·0.2+0.3 ·0.8).

One of the main issues in PLP (and LP in general) is that the grounding of a program
may be huge, so managing it can be very difficult. To tackle this, usually probabilistic
logic programs are compiled into a more compact form through a process called knowl-
edge compilation [8].

In the last few years, Hybrid Probabilistic Logic Programs arose [4,13], with the
possibility to define continuous random variables and constraints among them. To con-
sider continuous probability distributions, we introduce the syntax used by cplint [1]
and its module MCINTYRE [17]. Continuous random variables can be encoded with:

f : Density

where f is an atom (a predicate symbol followed by a number of arguments) with a
continuous variable as argument and Density is a special atom that models a probability
density on the argument of the atom. For example,
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f(X) : gaussian(X,0,2).

indicates that X in f(X) follows a Gaussian distribution with mean 0 and variance 2.
Inference in these types of programs can be done, for example, by sampling [17].

4 Network Model

The LN can be represented as a graph where users (nodes) are linked by connections
(edges) with capacity distributed according to some probability distribution, since the
real distribution is unknown (except for the two users that opened the channel). Let us
start with a deterministic model, that will be later extended to a probabilistic one. A
connection between two nodes is represented with a fact edge(A,B,Capacity),
where A and B are the two nodes and Capacity is the capacity of the connection. The
whole LN is represented as a list of edge/3 facts (where /3 indicates the arity, i.e.,
the number of arguments). For these experiments, we do not consider fee base and fee
rate. However, they can be straightforwardly included in the analysis by simply adding
more arguments. Connections are undirected, meaning that payments can go in both
directions, and are represented with the following predicate connected/3:

connected(A,B,C):- edge(A,B,C) ; edge(B,A,C).

A and B are connected with a channel of capacity C if there is an edge from A to B or (;)
from B to A with capacity C. The degree of a node is the number of edges incident to
the node. We can search for a path between two nodes with a standard Prolog predicate.
An example written using SWI-Prolog [23] is reported here for the sake of clarity:

connected_test(Source,Next,Size):-
connected(Source,Next,Cap),
Size < Cap.

path(Dest,Dest,_,_,Path,Path).
path(Source,Dest,Size,NSteps,Visited,Path) :-

length(Visited,N),
N < NSteps,
connected_test(Source,Next,Size),
\+ memberchk(Next,Visited),
path(Next,Dest,Size,NSteps,[Next|Visited],Path).

The predicate path/6 states that there is a path from Source to Dest that can route
a payment of size Size if the two nodes are connected by intermediate nodes that have
not been already visited (condition checked with \+memberchk, a deterministic ver-
sion of member/2). Ensuring that a node has not been already visited is fundamental,
otherwise we may get stuck in a loop where we move an infinite number of times be-
tween a pair of nodes. The length N of the path is bounded using the standard Prolog
comparison predicate </2, that compares the length of the list containing already vis-
ited nodes (Visited) with a user defined threshold (NSteps). In a similar way, the
capacity Cap is checked against the size Size of the payment in a second predicate
called connected test. A sample call to path/6 is path(a,c,10,3,[],P),
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were we look for a path P from a to c of at most 3 edges that can route a payment of
size 10, starting with an empty list ([]) of visited nodes.

The previous code does not consider the capacity distribution in a channel. Let us
now extend it with a probabilistic fact to represent it. Using cplint on swish [1],
we can define continuous random variables (say for example uniformly distributed in
[L,U]) with:

distr(X,L,U) : uniform_dens(X,L,U).

Here, X has a uniform distribution between L and U, where L is the minimum value and
U the maximum value. The predicate connected test can be modified as:

connected_test(Source,Next,Size):-
connected(Source,Next,Cap),
distr(C,0,Cap),
Size < C.

In other words, we collect the capacity of the channel between two nodes, and we
state that the capacity from Source to Next is given by a random variable uniformly
distributed between 0 and Cap. With this definition, at each sampling iteration, the
distribution for every channel is fixed and does not change. Clearly, to successfully
route a payment, its size must be smaller than the capacity in the considered direction
(Size < C).

We can further extend the previous model by considering also intermittent edges.
This situation may arise when a node disconnects from the network or when declines to
forward a payment. To model it, we can define a Bernoulli random variable that is true
with a certain probability (set to 0.95 in the following code snippet):

0.95::active(_).

The predicate is then extended as:

connected_test(Source,Next,Size):-
connected(Source,Next,Cap),
active(Next),
distr(C,0,Cap),
Size < C.

In the experiments, we modelled the capacity of a channel using a uniform distri-
bution, and the probability that a node is active with a Bernoulli distribution. However,
several extensions and variations can be made: changing the type of distribution for the
channel capacity (Gaussian with mean equal to half of the capacity, for example) or
even setting the probability that a node declines to route a payment proportional to the
payment size, to the fees or a combination of the two.

5 Routing Analysis

We used a snapshot of the LN taken from https://ln.bigsun.xyz/ on the 12th
of April 2021. We considered only the open channels, resulting in a network with 14734

https://ln.bigsun.xyz/
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Capacity (sat) Occurrences Degrees Occurrences Highest Capacities (sat) Occurrences
100000 3942 1 6958 500000000 4
1000000 3523 2 2575 477184791 1
500000 2794 3 1372 354000000 1
2000000 1533 4 802 300000000 2

16777215 1522 5 549 250000000 1
200000 1446 6 397 238135604 1
5000000 1359 7 263 225118006 1

20000 1297 8 209 200000000 28
10000000 1131 9 182 179792707 1

50000 1079 10 145 154222260 1
Table 1. Information about channel capacities and node degrees.

nodes, 44349 channels, and with a total capacity of 125819660675 satoshi (1258.19 bit-
coin). Table 1 shows a recap of the most common channel capacities and node degrees
(considering also duplicated edges that connect the same pair of nodes).

To demonstrate how PLP can be used to model the LN, we conducted some ex-
periments. For all of them, we fixed the maximum length of the path. Moreover, we
suppose that the distribution of the capacity in a channel is uniform (i.e., if the channel
that connects A and B has capacity 1, we can route from A to B a uniform distributed
value between 0 and 1, and from B to A the remaining), since we do not have further
information.

To select the range of the payment size, we first compute the average of the ca-
pacities of all the connections. We obtained approximately 2837035 satoshi but with a
huge standard deviation (> 107). So, we counted the number of connections that have
less than the average capacity, less than half of the average capacity, and less than a
quarter of the average capacity, obtaining respectively 35555 (≈ 80%), 31902 (≈ 72%),
and 26077 (≈ 59%). Figure 1 shows a more detailed graph, where the X axis indicates
the percentage of the average capacity and the Y axis indicates both the number of
connections (edges) with less than that value, and the relative percentage of the total
connections. To further analyse the distribution of the capacity, we removed the nodes
with the highest capacities and plotted the variation of the total capacity. The results are
shown in Fig 2.

In a first test, we want to compute the probability to successfully route a payment
of varying size between two different random nodes of the same degree at the first at-
tempt, given that nodes may not be active. One of the main requisites to route a payment
is that all the nodes along the path are active, otherwise it cannot be sent. Moreover, as
said before, a node may refuse to forward the payment for some reasons. We fix the
length of the path (number of intermediate edges) to 2 and the node degree of source
and destination to 2, 5, and 10. We then plot how the probability varies when inter-
mediate nodes may not be active. Probability values are computed with the predicate
mc sample(+Query:atom,+N:int,-Prob:float), provided by the MCIN-
TYRE module [17], that samples the query Query N times and returns the ratio be-
tween the number of successes and the number of samples (Prob). We set the number
of samples to 1000.
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Fig. 1. Number and percentage of connec-
tions with less than a certain percentage of
the average capacity (2837035).
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Fig. 2. Value and percentage of capacity left
after removing the top n (X axis) connec-
tions in terms of capacity.

Figure 3 shows the results for the first experiment: nodes with higher degrees have,
as expected, a higher probability to successfully route a payment on the first attempt,
even if this gap reduces as the payment size increases. Figure 4 shows the results for
the experiments with a varying probability of intermediate nodes to be active: the prob-
ability of a successful routing decreases, but not so drastically. If the source and the
destination are the same node, and the length of the path is greater than 2 (at least the
source node and another one, if these two nodes are connected by at least 2 edges,
otherwise the path should be composed of at least 2 additional nodes plus the source),
we can compute the probability of a successful rebalance. This is a common situation
since, if users want to refill a channel, currently one of the main solutions is to send a
circular payment to themselves.
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probabilities for intermediate nodes.
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In another experiment, we want to know the probability of a successful payment be-
tween two random nodes of variable degrees, given that the payment is split in various
equal parts. That is, we split a payment into N parts and compute the probability that all
these payments succeed at the first attempt. This is a common scenario in LN [15], be-
cause, when the size of the payment increases, the probability of success decreases, due
to the channel capacity limitation. However, increasing the number of payments also
increases the fees required to route the payment, due to the necessity to issue multiple
transactions. The graphs in Figures 5, 6, and 7 show how the probability of a successful
payment varies when the payment is split in 2, 3 or 4 parts and intermediate nodes are
always active. In Figures 8, 9, and 10 we performed the same experiment but we fixed
the degree of source and destination to 2, and we varied both the probability that a node
is active and the number of parts of a payment.

0 0.2 0.4 0.6 0.8 1 1.2 1.4

·106

0.5

0.6

0.7

0.8

0.9

Payment Size (sat)

Pr
ob

ab
ili

ty

Degree = 2
Degree = 5

Degree = 10

Fig. 5. Probability of a successful payment
of varying size split into 2 equal parts, be-
tween connected nodes of various degrees.
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Fig. 6. Probability of a successful payment
of varying size split in 3 equal parts, be-
tween connected nodes of various degrees.

We can see that all the plots present two sudden jumps in probability, around 500000
(5 · 105) and 1000000 (106): this is in accordance with the distribution of edges with
these two values of capacity. In fact, 500000 and 1000000 are the second and third
most common capacities (see Table 1). In our implementation, to route a payment, we
randomly check if one of the edges between the current node and another node has
enough capacity. If it has, it is selected. However, if the value of the payment is close to
the total capacity of the selected edge, the routing will likely fail, since we suppose that
the distribution is uniform. For example, if we try to route a payment of size 4.5 ·105 into
a channel of capacity 5 · 105, we have only approximately 10% of chances to succeed
(with a distribution supposed uniform). Since a lot of channels have capacity 5 · 105,
when the payment approaches this value, the success probability of routing at the first
attempt reduces. With a payment slightly greater than 5 · 105, these channels are no
longer considered, since they do not have enough capacity, so the probability suddenly
increases. Similarly happens with the value 106. Another, but less noticeable jump, can
be found around 100000 (105), which is the most common value for the capacity of a
channel. This happens for the same reasons explained before.
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Fig. 7. Probability of a successful payment
of varying size split into 4 equal parts, be-
tween connected nodes of various degrees.
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Fig. 8. Probability of a successful payment
of varying size split into 2 equal parts, be-
tween connected nodes of degree 2 with
varying active probability.

0 0.2 0.4 0.6 0.8 1 1.2 1.4

·106

0.5

0.6

0.7

0.8

Payment Size (sat)

Pr
ob

ab
ili

ty

Active probability = 0.95
Active probability = 0.90
Active probability = 0.85

Fig. 9. Probability of a successful payment
of varying size split into 3 equal parts, be-
tween connected nodes of degree 2 with
varying active probability.

0 0.2 0.4 0.6 0.8 1 1.2 1.4

·106

0.5

0.6

0.7

0.8

Payment Size (sat)

Pr
ob

ab
ili

ty
Active probability = 0.95
Active probability = 0.90
Active probability = 0.85
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of varying size split into 4 equal parts, be-
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6 Conclusions

In this paper, we propose to analyse (Bitcoin) Lightning Network with Probabilistic
Logic Programming. The usage of PLP allows representing the network with a highly
expressive language. We described the network as an undirected graph with the capacity
of a channel following a uniform distribution. Furthermore, we considered also the
possibility to have intermittent nodes, a situation that may arise also when a node refuses
to forward a payment. The goal of this paper is to prove the feasibility of a Probabilistic
Logic model of the network, rather than provide and analysis of it, since the network
continuously changes (and thus an analysis will be obsolete in a few weeks, even days
or hours), and routing mechanism are typically more sophisticated than randomized
routing. To test the applicability of a probabilistic logic model, we ran some experiments
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on a real snapshot of the network, obtaining that a Probabilistic Logic analysis can be
useful to model several uncertain scenarios.
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